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The Mathematical and Philosophical Foundations of Statistics and Machine Learning
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There is a rich philosophical tradition that seeks to ground scientific methodology,
particularly regarding the inference from data to hypotheses. At its core is the idea that any
method of inference should be evaluated based on its ability to lead us to the truth—or the
desired learning target—in "most" cases, if not all. But this raises a profound question: how can
we rigorously define "most”" and apply this concept to the scientific study of scientific
methodology? This question is among the deepest ever explored in Western philosophy,
especially in the philosophy of science, with significant contributions from philosophers,
statisticians, and machine learning theorists.

In this course, we will explore three rigorous approaches to defining "most": through
cardinality, as in set theory; through probabilities, as in mathematical statistics; and through
Baire categories, as in topology. We will then try out these mathematical frameworks by applying
them to two foundational problems: the challenge of pessimistic induction in the philosophy of
science, and the problem of inferring causal relationships in machine learning from non-
experimental data, going way beyond mere correlations as usually pursued in statistics.

This interdisciplinary inquiry sits at the intersection of mathematics, philosophy of science,
and the foundations of statistics and machine learning, offering a unique perspective on one of
philosophy’s most enduring questions. Due to the interdisciplinary nature of this course,
students with different backgrounds will be given different homework problems, exams, and
grading criteria. There is only one prerequisite: familiarity with the epsilon-delta definition of
limit (for science students) or first-order logic (for philosophy students).

Keywords : Scientific Inference, Probability, Topology, Statistics, Machine Learning, Causality
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Lecture: A Philosophical Introduction
Morning - Hume’s problem of induction
9:00-12:00 - four traditions in the philosophy of scientific inference

- the tradition of our focus: convergentism
12:00-13:00 | Lunch time

Lecture + Discussion Session: A Crash Course on Probability Theory

2025/8/11(- )
- the concept of limit and convergence

- Bernoulli's weak law of large numbers
Afternoon

- Hoeffding's inequalit
13:00-15:30 . q y

- (the strong law of large numbers, optional)

- doing some exercises together

- goal: to provide the mathematical tools to be used in next morning
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Morning
9:00-12:00

Lecture: The Convergentist Foundations of Hypothesis Testing

- testing deterministic hypotheses (as in formal learning theory)

- testing statistical hypotheses (as in classical statistics)

- applications to justification of Ockham’s razor in hypothesis testing

12:00-13:00

Lunch time

Afternoon
13:00-15:30

Discussion Session

- doing some exercises together, possibly by dividing students with
different backgrounds into different groups

- discussing some philosophical problems underlying the materials

covered in the morning
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Morning
9:00-12:00

Lecture: A Crash Course in Set Theory and Topology

- basic set theory

- Cantor’s diagonal proof that the set of real numbers has a larger
cardinality than the set of natural (or rational) numbers

- the concepts of metric spaces and topological spaces

- Baire’s definition of “big” subsets of a topological space, and the
Baire category theorem

- elementary examples, using the Baire space, the real line, and finite
dimensional Euclidean spaces

- goal: to provide the mathematical tools to be used on the next day

12:00-13:00

Lunch time

Afternoon
13:00-15:30

Discussion Session

- again, doing some exercises together

- discussing why and how set theory and topology may be related to
philosophical issues, and anticipate their applications to next

morning’s materials

2025/8/14(z )

Morning
9:00-12:00

Lecture: The Convergentist Foundations of Causal Inference in
Machine Learning

- walking through the details of a simplest nontrivial problem of
choosing a causal model in machine learning, and explaining why
both probability and topology need to be used here

- walking through a surprisingly similar example in the history of
science: how exactly Perrin’s evidence from the Brownian motion
supported the existence of atoms and won him the 1926 Novel Prize in

Physics

12:00-13:00

Lunch time

Afternoon
13:00-15:30

Discussion Session
- again, doing some exercises together

- taking some philosophical or mathematical questions from students
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Final Exam

Morning - scheduled for Friday morning, rather than afternoon, because it
9:00-12:00 seems unreasonable to let the final exam cover the materials in the
Friday lecture

12:00-13:00 | Lunch time

Lecture: The Convergentist Foundations of Scientific Realism

2025/8/15(7 ) - addressing Laudan’s challenge to the realist philosophy of science:
pessimistic induction

Afternoon - sketching an unexpected counterpart of Laudan’s challenge in
13:00-15:30 | machine learning: testing conditional independence can be very hard
(which is one of my on-going research projects)

- wrapping up: what if you prefer not to be a realist in the philosophy

of science but instead, say, an instrumentalist?
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